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Abstract
Parameters of electrically active defect centres in vanadium-doped 6H silicon carbide
(6H-SiC:V) were investigated by means of the photoinduced transient spectroscopy (PITS) and
modulated photocurrent (MPC) method. After a short description of the two techniques,
experimental results are presented and briefly compared. Our aim is mainly to understand and
explain these experimental results. In particular, in the PITS technique a shallow level seems to
be at the origin of negative photoconductivity. Besides, in the same temperature range hole and
electron levels can be detected at the same time. Finally, the detection of a given level seems to
depend on the photon flux used to perform the PITS experiment. As far as the MPC experiment
is concerned, it has put into evidence a very efficient shallow level. A numerical calculation was
developed to simulate both experiments in order to understand the experimental results. By
means of this simulation, we have explained all the phenomena observed experimentally in each
technique and we propose a simple model for the distribution of electrically active defect
centres in 6H-SiC:V crystals.

(Some figures in this article are in colour only in the electronic version)

1. Introduction

Investigation of defects in semiconductors is of primary
importance to tailor these materials for a given application.
Indeed, these defects are responsible for the electronic
(e.g. conductivity, lifetime) and optical (e.g. luminescence,
absorption) properties of semiconductors. In this paper we
concentrate on the investigation of defect centres present in
vanadium-doped 6H silicon carbide (6H-SiC:V) crystals. This
wide bandgap material finds some applications as a substrate
for the growth of InGaN epitaxial layers for instance, but it
is also a very promising material for electronics operating

in hard environments (e.g. high temperature) or for high
power output. Detection and determination of the parameters
(e.g. concentration, energy position, capture cross section)
of the defect levels introduced, deliberately or not, during
the crystal growth is of primary importance, for it is these
levels that fix the photoelectronic behaviour of the crystal
and consequently the possible applications. Our investigations
were performed by means of two different techniques: the
photoinduced transient spectroscopy (PITS) and the modulated
photocurrent (MPC) method. Both techniques take advantage
of the photoconductivity of the material and how it is
influenced by levels in the bandgap. These two techniques
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were used to investigate defect levels in a wide variety of
materials either crystalline [1–5], or amorphous [6]. Their
applications to 6H-SiC:V crystals raised some questions such
as, among others, the apparent possibility with the PITS
technique to observe under the same photon flux and in the
same temperature range both a level close to the valence band
and a level close to the conduction band. In this paper we
expose some of the questions raised by the results of each
experiment and try to answer these questions by means of a
numerical simulation.

In section 2, the experimental methods are briefly
described and we give some details about the experimental
procedures for doing both experiments. In section 3 we present
some experimental results obtained on 6H-SiC crystals and
show that parameters of different defect centres, introducing
localized states in the bandgap, can be derived. A tentative
attribution of these centres to particular native point defects and
impurities is also proposed. In section 4 we present a numerical
simulation of transient and modulated photoconductivity to
explain the observed experimental results.

2. Experiments

2.1. The PITS experiment

The PITS experiment was proposed in the late 1970s by Hurtes
et al [1] for the study of deep levels in semi-insulating GaAs.
The crystal, onto which two parallel ohmic electrodes have
been deposited, is put under vacuum onto the cold finger of
a cryostat. Biased with a dc voltage at a given temperature
T , it is illuminated with a pulse of high flux of light of
wavelength λ, generating carriers by band to band transitions.
The pulse width can be adjusted and is typically of the order
of a few milliseconds. After the light is turned off, the
photocurrent relaxation waveform is recorded for analysis.
Usually the photocurrent relaxation is composed of two parts:
a fast decrease linked to recombination of the excess free
carriers followed by a slower decrease when the emission
towards the bands of carriers from defect states slows down
the influence of recombination and thus the decrease of the
free carrier concentrations. If one assumes that electrons are
the majority carriers, the ‘standard’ method to determine the
electron trapping level energy positions from this relaxation is
based on the assumption that the current transient I (t) due to
the change in trap occupancy is given at a time t by [4]:

I (t) =
∑

j

I j (T ) =
∑

j

K j en j(T ) exp(−en j t). (1)

In this equation K j = ntoj(T )μn(T )τn(T )s(λ, T )qξ ,
where ntoj is the initial density of electrons captured by the
j th trap, μn is the electron mobility, τn is the lifetime of free
electrons, s is the effective cross section of the region through
which the current is flowing, q is the absolute value of the
electron charge and ξ is the applied electric field. The emission
rate of the trapped electrons is given by

en = νn exp(−Ea/kbT ) = γnσnT 2 exp(−Ea/kbT ), (2)

in which kb is the Boltzmann constant, Ea is an activation
energy, usually equal to the energy position of the defect level
referred to the conduction band edge, νn is the attempt-to-
escape frequency, σn is the electron capture cross section of
the trap and γn is a material-dependent parameter linked to the
equivalent density of states Nc at the conduction band edge. At
a given temperature Tj the photocurrent relaxation is analysed
using a multi-window approach, a given time window [ti , ti+1]
being delimited by the two times ti and ti+1. For each time
window, the PITS function is defined as

S(ti , ti+1, T ) = [I (ti , T) − I (ti+1, T )]/I (0, T ), (3)

where I (0, T ) is the value of the photocurrent pulse at
temperature T just before the light is switched off. According
to equation (1), S is a sum,

∑
j S j (ti , ti+1, T ), corresponding

to the contribution of various trap levels. For a given trap
level j , and for a given time window, the plot of Sj versus
T exhibits a maximum at a temperature Tj,max at which
the thermal emission rate is en j,max. Since the temperature
dependence of K j in equation (1) is weak compared to the
exponential dependence of en j , Tj,max can be obtained easily
by differentiating Sj with respect to en j and setting the result
equal to zero, which yields

exp[−en j,max(ti+1 − ti )] = 1 − en j,maxti
1 − en j,maxti+1

. (4)

Equation (4) can be solved numerically to obtain the
dependence of en j,max on ti and ti+1. Experimentally, the
times ti and ti+1 were chosen such that ti+1 = 3ti . Then,
equation (4) provides a simple relation between en j,max and
ti : en j,max ≈ 1.23/ti . Changing ti will thus lead to changing
Tj,max and en j,max. An Arrhenius plot of T 2

j,max/en j,max reveals
a straight line, the slope of which is associated with the energy
position of the j th defect level, and the extrapolation towards
T = 0 K gives σn provided γn is known.

Though more refined multi-window approaches have been
proposed [3], some of the authors have shown that the
‘standard’ approach could be largely improved to lead to high
resolution PITS (HRPITS) by means of refined treatments of
the signal [7]. It is this approach that we will use in the
following. The last methodological point to be underlined
is that it is impossible with this technique to know the type
of charge carriers contributing to the photocurrent relaxation.
Hence, the activation energies deduced from the data treatment
cannot be associated to definite positions of the traps in the
gap with reference to the valence or the conduction band. It
is the comparison of the HRPITS results with those of some
other techniques, such as for instance deep level transient
spectroscopy (DLTS) or admittance spectroscopy, that allows
linking of the deduced activation energy with a particular
defect and its energy position in the gap.

Experimentally, for the study of 6H-SiC:V crystals, the
time window was moved along I (t), ti varying from 10 μs
to a few tenth of a second, and the temperature was varied
typically from 40 to 700 K using two different cryostats, in
order to cover a wide dynamic of emission rates associated
with the probed defect levels. The excitation was provided
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by a UV pulse using either an HeCd laser emitting at 325 nm
or a semiconductor laser emitting at 375 nm. The maximum
photon flux was of the order of 1018 cm−2 s−1. The
photocurrent transients were recorded after amplification with
a gain in the range 105–108 V/A and numerically digitized
with a 12 bit resolution before treatment. The bandwidth
of the current amplifier is 100 kHz and for the multi-
window approach only time values ti larger than 10 μs were
considered.

2.2. The MPC experiment

The MPC experiment was first proposed by Oheda [8] and
analysed in detail by Brüggemann et al [9], Longeaud et al [10]
and Hattori et al [11]. The sample geometry and experimental
system are basically the same as in the PITS technique. The
main difference is that the sample is illuminated by a flux of
light modulated at an angular frequency ω. The photon energy
is chosen such that it is slightly higher than the bandgap of the
studied semiconductor. The ac component of the flux Fac being
considered as a small perturbation of the dc component of the
flux Fdc and assuming that one type of carrier is predominant
it was shown that the density of states interacting with these
carriers can be estimated by recording the modulus of the
alternative current |Iac| resulting from the modulated flux as
well as its phase shift φ referred to Fac. For a given type of
state defined by their capture cross sections for electrons and
holes and a density of states (DOS) N(E) (in cm−3 eV−1),
at a given temperature T one can estimate from experimental
parameters the quantity NC/μ, C being the capture coefficient
for the dominant type of carriers of these states and μ being
the free carrier mobility. This quantity is given by the
relation [9, 10]

NC

μ
= 2

πkbT
s(λ, T )qGacξ

sin(φ)

|Iac| , (5)

where Gac is the alternative generation rate of free charge
carriers. Another estimate of NC/μ was proposed by Hattori
et al from the relation [11]

NC

μ
= s(λ, T )qGacξ

kbT
ω

d

dω

(
cos(φ)

|Iac|
)

. (6)

In equations (5)–(6) the quantity NC/μ, which we shall
call the reduced DOS (r-DOS) in the following, depends only
on experimentally known parameters. The energy scaling is
achieved using the equation

�E = kbT ln(ν/ω). (7)

We have written �E because it is impossible to know
from the experiment if the predominant carriers are holes or
electrons as is the case for the HRPITS technique. Hence,
the probed density of states may be �E below (above) the
conduction (valence) band if electrons (holes) are the main
carriers, giving rise to the alternating photocurrent. The
attempt-to-escape frequency ν has been defined for electrons
in equation (2). It can also be written as C × Neq in which Neq

is the equivalent density of states at the conduction or valence

band edge, depending on the majority carriers. In the MPC
experiment ν is the only adjustable parameter and it was shown
earlier how to adjust this parameter to determine the energy
position and capture coefficient of a defect level in crystalline
semiconductors [4].

According to equation (7) a DOS spectroscopy can be
achieved by varying either ω at a given temperature or T at
a given ω. Actually, experimentally both are being varied in
order to cover a larger energy range.

Before entering into experimental details we would like
to recall a few points concerning the MPC data. Firstly, both
equations (5) and (6) are obtained from integral expressions
in which the product of the density of states and a sharply
peaked function is included [10, 11]. However, in the case
of equation (6) the function is much sharper and narrower
than in the case of equation (5). That is why, when
studying crystalline semiconductors, the spectroscopy using
equation (6) usually gives rise to narrower peaks than with
equation (5). However, equation (6) is based on the derivative
of an experimental quantity and sometimes leads to noisy r-
DOS spectra, especially when the photocurrent is small. This
happens when the defect density is quite high. In the following
we shall thus present r-DOS spectroscopy results obtained with
either equation.

Secondly, equations (5) and (6) are given for one type
of states. If several types of states are present and give
a contribution to the modulated photocurrent, the NC/μ

deduced from equation (5) or (6) is actually the sum of the
different contributions of the different levels and NC/μ =∑

i Ni Ci/μ. Obviously, if among all these levels one is
predominant, it is the one that will be probed.

Finally, as mentioned above, and as for the PITS
technique, it is impossible with the MPC technique to know
which type of charge carrier is mainly responsible for the
observed modulated photocurrent. However, in practice the
two types of carriers will interact with different defect levels at
the same time. We have shown [10] that the main contribution
to the modulated photocurrent comes from the type of carriers
interacting with the level characterized by the lower NC/μ

value.

For the study of 6H-SiC:V crystals two different set-ups
were used. In both set-ups the sample was put onto the cold
finger of dynamically pumped cryostats. In one set-up the UV
excitation was provided from a set of nine light-emitting diodes
(LEDs) with a peak wavelength of 385 nm (3.22 eV). The flux
of these LEDs was modulated from 12 Hz to 40 kHz and the
temperature varied in 5 or 10 K steps from 120 to 450 K,
the maximum temperature at which the cryostat can operate.
In another set-up the UV excitation was issued from a xenon
lamp filtered by an interferential filter at 380 nm and chopped
between 20 Hz and 2.6 kHz before impinging the sample. The
temperature was varied from 130 to 740 K in 5 or 10 K steps.
For both systems the background (dc) photon flux was of the
order of 1014 cm−2 s−1 and the alternating flux was of the order
of 3 × 1013 cm−2 s−1.
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3. Experimental results

3.1. Samples

The samples used in this work were prepared from
commercially available wafers with a thickness of ∼390 μm,
cut out perpendicularly to the c axis (〈0001〉 direction) from
vanadium-doped crystals of semi-insulating 6H-SiC grown
by the physical vapour transport method. The (0001) Si-
face surface of the wafers was polished according to the
requirements for epitaxial substrates and the backside was
of optical quality. Pieces of material with dimensions of
10 × 10 mm2 were cut from the central parts of the wafers.

For the PITS and MPC measurements, arrays of two
co-planar ohmic contacts (2.1 × 2.1 mm2) were made by
evaporating a 20 nm layer of Cr and a 300 nm layer of Au on
the front surface (Si-face) of the wafers followed by annealing
at 500 ◦C. The width of the gap between the two co-planar
contacts was 0.7 mm. The resistivity at room temperature of
the semi-insulating 6H–SiC:V samples was ∼1 × 1010 � cm.
In the temperature range of 600–750 K, the activation energy
of dark conductivity was 1.26 eV.

3.2. PITS results

The aim of this paper is not to give a detailed presentation
of all experimental PITS results obtained on all the 6H-
SiC crystals, results that have already been released in other
publications [12, 13]. Rather, we will focus significant results
in order to compare with MPC results and to gain more insight
into the defect distributions from this comparison.

As shown by Pawlowski et al [7], the visualization of a
particular defect is helped by three-dimensional plots, one axis
corresponding to the explored range of temperature, another
axis to the range of emission rates and a vertical axis displaying
the PITS function amplitude. A projection of such curves on
the plane (T , en) with different colours for the PITS function
amplitude leads to an array of spectral fringes representative of
the experimental results as shown in figure 1.

In figure 1(a) two spectral fringes corresponding to two
different levels were detected from the determination of the
en values at the extrema of the PITS amplitude at different
temperatures (emax), as detailed in section 2.1. These fringes
were obtained from the photocurrent transients recorded with
a flux equal to 1018 cm−2 s−1 and a pulse width pw = 50 ms.
It has to be underlined that one of these fringes, observed
in the upper left corner of figure 1(a), is associated with a
negative amplitude of the PITS function caused by the negative
amplitude of the photocurrent relaxation waveforms at short
time. By means of an Arrhenius plot of T 2/emax as mentioned
above, the activation energy of this level was found equal to
Ea = 115 ± 5 meV with A = γnσn = 3.1 × 102 s−1 K2.
For the second level, the parameters were found equal to Ea =
200 ± 10 meV and A = 1.5 × 103 s−1 K2.

In figure 1(b) we show PITS results obtained in almost
the same temperature and emission rate range as in figure 1(a)
but with a flux of 1017 cm−2 s−1 and a UV pulse width of
5 ms. In figure 1(b) a curved line indicates the evolution
of the position of a maximum of the PITS amplitude with

T and en. The activation energy and A coefficient of the
corresponding level were found equal to Ea = 280 ± 10 meV
and A = 3.0 × 105 s−1 K2, respectively.

As already mentioned, in both PITS and MPC techniques,
it is impossible to know which type of carrier is responsible
for the observed response. Besides, there is not much of a
difference between mobilities and equivalent densities of states
for free electrons and holes. Indeed, for the conduction band
one has Neq = Nc = 8.9×1019 cm−3, and for the valence band
Neq = Nv = 2.5 × 1019 cm−3 at 300 K [14]. The free carrier
mobilities are of the order of μn = 400 cm2 V−1 s−1 and μp =
100 cm2 V−1 s−1 for electrons and holes, respectively [15].
Hence, in the dark and with the Fermi level in the middle
of the gap one would have a contribution of free electrons to
the current approximately 10 times higher than the free hole
contribution (8.9/2.5 ×400/100). But this factor of ten can be
easily compensated if the Fermi level is slightly shifted towards
the valence band. Besides, under illumination the free hole and
free electron densities largely depend on the defect densities
present in the gap.

A tentative identification of the levels shown in
figures 1(a) and (b) was made by the comparison of the
activation energies Ea and A coefficients obtained in PITS
with those obtained from DLTS or admittance spectroscopy.
The shallower level (Ea = 115 meV) was attributed to
nitrogen impurities [14, 16] that introduce a donor level
close to the conduction band, and the deeper level (Ea =
280 meV), observed with a lower photon flux, was linked
to boron impurities that introduce an acceptor level close to
the valence band [14, 17]. The centre with intermediate
activation energy (Ea = 200 meV) is likely to be attributed
to aluminium impurities giving an acceptor level close to the
valence band [14, 18].

We have concentrated on these three levels because they
raise the following questions: (i) how is it possible in the same
temperature range to observe both an electron trapping level
(nitrogen) and a hole trapping level (aluminium); (ii) what is
the origin of the negative PITS amplitude linked to the nitrogen
level; and (iii) why, by decreasing the flux and pulse width, are
the levels related to N and Al not detected whereas a new hole
trapping level related to boron exhibits a major contribution to
the PITS signal in the same temperature range? To provide an
answer to these questions, we shall use a numerical simulation
presented in section 4.

3.3. MPC results

The r-DOS measured by MPC on a sample of 6H-SiC:V crystal
are presented in figure 2. This quantity depends only on
experimental parameters. However, if the absolute value of the
r-DOS can be known, it is more difficult to scale its variation
with the energy, since the energy scaling depends on the choice
of the attempt-to-escape frequency (see equation (7)). In
figure 2 we have taken arbitrarily ν = 1012 s−1 to give an
overview of the r-DOS versus energy. It is clear that for each
defect level, revealed by a peak in the r-DOS spectra, the ν may
be different depending on its capture cross section. A method
to determine the proper ν for a given peak has been explained
elsewhere [4].
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Figure 1. (a) Experimental PITS fringes obtained in the temperature range 170 K � T � 210 K for a flux of 1018 cm−2 s−1 and a pulse width
of 50 ms. Full lines indicate the temperature dependences of emax for two detected defect centres. Note that the PITS amplitude corresponding
to the defect level with the higher emission rate shown in the upper left corner is negative. (b) Experimental PITS fringe obtained in the
temperature range 140–260 K for a flux of 1017 cm−2 s−1 and a UV pulse width of 5 ms. The full line indicates the temperature dependence of
emax for a defect centre.

Figure 2. Reduced density of states spectra obtained by MPC applied to a sample of 6H-SiC:V crystal. (a) Peaks revealed in the whole
temperature range. (b) Zoom on the density of states for the deep defect levels probed at high temperatures.

We would like to recall shortly that the r-DOS determined
from MPC data, and in particular those in figure 2, are made
of a collection of data obtained at several temperatures and
frequencies of the modulated photon flux. In figure 2(a) each
temperature corresponds to a set of symbols and each symbol
within a given set corresponds to a frequency of the modulated
flux. In figure 2(b) symbols have been replaced by lines
giving a clearer picture than symbols. In both figures the
‘true’ r-DOS is given by the upper envelope of the curves [10].
In figure 2(a) measurements were done each 10 K and in
figure 2(b) measurements were done each 5 K. The method
used to extract the r-DOS is not the same in figures 2(a)
and (b). In figure 2(a) we have used the ‘standard’ method,
i.e. equation (5) [9], and in figure 2(b) we have used the
method proposed by Hattori et al [11]. Hattori’s method allows
one to obtain narrower peaks of r-DOS but it is based on the
derivative of an experimentally measured quantity and could
be very noisy, especially when the measured photocurrent
is low. As was the case here at low temperature, we
preferred to give an overview of the r-DOS with the ‘standard’

method to show the very huge peak that appears close to one
band edge.

3.4. Discussion

The main levels detected by the PITS experiment are presented
in table 1. It can be seen that the same impurity is at the origin
of different defect levels depending on the configuration in
which it is included in the material. The sites to be considered
are either in an hexagonal (hex.) configuration or in two
different cubic configurations (k1 and k2) of the SiC lattice and
it is clear that the surroundings of an impurity play a role on
the gap position of the corresponding energy level [19].

The defect levels found by the MPC method are also
displayed in table 1, and a tentative correlation with the PITS
data is shown. We have converted the A values found from
PITS into ν values, to be compared with the ν values found
in the MPC experiment. For this purpose we have calculated
the attempt-to-escape frequency at 300 K, ν(300) using the
relation between A and the emission rate e for a defect level

5



J. Phys.: Condens. Matter 21 (2009) 045801 C Longeaud et al

Table 1. Electronic properties of some defects determined by PITS or MPC and introduced in the numerical simulation. The electron (hole)
traps are labelled with e (h).

Tentative identification of the traps EPITS (meV) A (s−1 K−2) νPITS(300) (s−1) EMPC (meV) νMPC(300) (s−1)

N related (e trap) 180 ± 10 1.5 × 104 1.4 × 109

NC at k1 site (e trap) 115 ± 5 3.1 × 102 2.8 × 107

BSi in hex. site (h trap) 280 ± 10 3.0 × 105 2.7 × 1010 230–250 ∼2.5 × 1011

AlSi in hex. site, (h trap) 200 ± 10 1.5 × 103 1.4 × 108

V3+/4+ cubic site, (e trap) 780 ± 20 (1.3–9.0) × 107 (1.2–8.1) × 1012 700–740 ∼2.0 × 1012

V3+/4+ hex. site, (e trap) 870 ± 20 (3.0–30) × 106 (2.7–27) × 1011 860–900 ∼2.5 × 1011

UD1 line, (e trap) 1000 3.7 × 106 3.3 × 1011

V related (e trap) 1250 ± 30 5.0 × 108 4.5 × 1013 1200–1250 ∼2.5 × 1011

V5+/4+ (h trap) 1360 ± 40 2.4 × 108 2.2 × 1013

located at �E from one band or the other:

e = AT 2 exp

(
−�E

kbT

)

= C(300)Neq(300)

(
T

300

)2

exp

(
−�E

kbT

)
, (8)

where C(300) is the capture coefficient and Neq(300) is the
equivalent density of states at the band edge at 300 K. This
leads to ν(300) = A ×3002 s−1. The definition of ν(300) does
not depend on the considered type of carrier and the values can
be directly compared from one experiment to the other.

It can be seen in table 1 that activation energies and
attempt-to-escape frequencies of some levels are put into
evidence by both techniques with rather good agreements. For
instance, the V3+/V4+ centres, both in cubic and hexagonal
sites, are detected by each technique with the same energy
positions and attempt-to-escape frequencies of the same order
of magnitude. Though the agreement is not perfect concerning
the ν values, we must underline that in the PITS technique they
come from an extrapolation of the Arrhenius plot towards T =
0 K, and, in the MPC experiment, from the adjustment of the
energy scale where ν is included in a logarithmic expression
(see equation (7)). Hence, the ν values given in table 1 are
subject to errors and we estimate that they are obtained within
a factor of 5.

Considering the equivalence in the results obtained by
both techniques, shown in table 1, some discrepancies can
be underlined. Firstly, depending on the method, two
very different attempt-to-escape frequencies (by a factor of
a hundred) are found for the level located around 1.2 eV
(vanadium-related). It may be the two techniques are sensitive
to two different levels located at the same energy simply
because the experimental conditions are not the same, the
fluxes being very different. Secondly, the MPC technique
seems to probe levels exchanging electrons with the conduction
band except that we do not detect the N level. Besides, using
the MPC we detect a level at ∼0.24 eV that we could attribute
to boron. However, boron is a ‘hole’ trap and it seems strange
that MPC probes the boron states and not the aluminium level
which is shallower than the boron level. On the other hand,
the level at 0.24 eV could be attributed to oxygen [20], an
‘electron’ trap, but this raises the question of why oxygen is
not seen with the PITS technique? These last issues will find
an explanation by means of the numerical simulation we have
developed.

4. Simulation

A numerical simulation was developed to understand the basic
mechanisms of carrier trapping, emission and recombination
occurring in the MPC and PITS experiments [21]. In this
simulation one can introduce transport parameters, such as
the bandgap, free carrier mobilities and equivalent densities of
states at the band edges, as well as the defect level properties
like density of states, energy position and capture coefficients.
To achieve the numerical simulation the bandgap is divided
into 500 discrete energy steps. Densities of defect states were
introduced as Gaussian distributions with a standard deviation
of 5 meV. For the MPC we calculate the modulus and phase
shift of the alternative photocurrent by solving the general
equations giving the free carrier concentrations (for these
equations see [10]). The PITS photocurrent is calculated by
solving the continuity equations by means of an Euler implicit
method. This method allows a fast calculation of the evolution
of the photocurrent transient from the onset of the excitation
up to 10 s after the end of it.

We have limited our simulation to the study of the ‘main’
traps, i.e. those whose contribution to the PITS current was
found to be predominant in the vast majority of samples.
So, the introduced levels were those related to nitrogen,
boron, aluminium and vanadium in the cubic site and the
UD1 centre. We shall see that an ‘extra’ level, attributed to
oxygen, must also be taken into account to explain the MPC
results. The main difficulty in performing such numerical
simulations is that to characterize each defect centre one needs
five parameters: maximum value Nmax and standard deviation
of the Gaussian energy distribution of states, from which
the centre concentration can be calculated, energy position
of the maximum and capture coefficients for electrons and
holes. Therefore, if one wants to reproduce the experimental
behaviour taking into account the major defect levels detected
by both experiments (say, six different centres) one has to deal
with thirty adjustable parameters.

However, since we only want to provide a better
understanding of the experimental results and to reveal the
general mechanisms, we can precisely use these results
to decrease the number of adjustable parameters. In the
simulation, for each distribution of states corresponding to a
defect centre, we have an experimental estimate of the energy
position of the maximum as well as a good estimate of at least
one of the capture coefficients. To define rather narrow levels
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in the bandgap, we have chosen a standard deviation of 5 meV
for any Gaussian distribution related to a defect centre. Hence,
the number of adjustable parameters drops to twelve. This
last number is still high but we have also some constraints
to follow in order to reproduce experimental results that will
provide guidelines and limit the possibilities of variation of
these adjustable parameters.

First of all, the simulation must reproduce the results in
a temperature range from 100 to 700 K with the use of three
different values of the photon flux, 1018 and 1017 cm−2 s−1 for
the PITS technique and 1014 cm−2 s−1 for the MPC.

Considering the PITS experiment, one major point must
be reproduced: the ‘negative’ transient photoconductivity
observed at low temperature taking into account that this
negative transient was observed with the higher photon flux
(1018 cm−2 s−1) and not with the lower one (1017 cm−2 s−1).
Besides, depending on the photon flux used and pulse width,
different centres—Al, B and N—were detected in the same
temperature range, Al and B being hole traps and N being an
electron trap. Moreover, Al and N levels were detected with a
pulse width of pw ≈ 50 ms and a photon flux of 1018 cm−2 s−1,
whereas the B level was detected with pw ≈ 5 ms and a photon
flux of 1017 cm−2 s−1.

Considering the MPC experiment, the numerical simula-
tions must reproduce the very high peak observed at low tem-
perature (i.e. low energy range). There must be a factor of
around one thousand between the shallower peak height and
the deeper ones.

We have first studied the dependence of the simulated
PITS transients on the defect centre parameters. First, we have
introduced the following parameters characteristic of 6H-SiC:
for the conduction band we have chosen Nc = 8.9×1019 cm−3

and for the valence band Nv = 2.5 × 1019 cm−3 at 300 K [14].
These quantities were assumed to vary with temperature as
T 1.5. The bandgap for 6H-SiC was taken at Eg = 3 eV and was
varied with a temperature coefficient of −0.08 meV K−1 [22].

The capture coefficients of some centres can be deduced
from the A or ν(300) experimental values. Using the
equivalent densities of states, we have the following relations:
Cn ≈ A × 10−15 and Cp ≈ A × 3.6 × 10−15 cm3 s−1 from
which capture coefficients were obtained using the data given
in table 1.

Other parameters, corresponding to experimental condi-
tions, such as for example the photon flux impinging the sam-
ple, the excitation pulse width or the temperatures at which the
experiment was performed, can be introduced in the simula-
tion.

The best way to introduce the defect levels in the
numerical calculation is to start with the deeper ones because
they influence the results over the whole range of temperatures.
At high temperature the splitting of the quasi-Fermi levels is
small, and only the deepest states will see their occupancy
modified. Therefore, they are the only levels that are likely
to be seen if one also takes into account that the carrier
emission from these deep levels is activated with T . At
low temperature, they will play the role of recombination
centres and will have an important influence on the free
carrier density. That is why we have introduced first a defect

level related to vanadium and another one responsible for
the UD1 centre observed experimentally [13]. These two
defects have different electronic properties. The vanadium
is a multivalent centre. Indeed, experimentally one observes
either the V3+/V4+ transition (negatively charged/neutral) by
emission of an electron or the V5+/V4+ transition (positively
charged/ neutral) by emission of a hole. According to the
data presented in table 1, the respective energy levels of these
transitions were fixed at 0.77 eV below the conduction band
edge Ec (i.e. 2.23 eV above the valence band edge Ev) and
1.32 eV above the valence band, respectively. Therefore,
vanadium was considered as an amphoteric centre having
−/0/+ charge states with a correlation energy Ecorr =
0.91 eV. This correlation energy is the excess energy to provide
to an electron to transform a neutral V4+ centre that already
contains one electron, into a negative V3+ centre that contains
two electrons. Of course the statistics of occupancy of such
a defect differs from the ‘usual’ Fermi–Dirac statistics since
one has to define occupation functions for each state of charge.
The evolution of these occupation functions under illumination
was studied in a previous paper and we shall not come back to
this topic (see, for instance, [23] and references therein). The
electron and hole capture coefficients were fixed according to
the experimental data. Table 2 summarizes the experimental
parameters used in the simulation and gives indications of the
parameters to be determined, for the six different centres we
have considered.

Set alone in the bandgap, the vanadium centre fixes the
Fermi level around 1.23 eV below the conduction band. To fix
the Fermi level in the middle of the bandgap, around 1.5 eV,
the level corresponding to the UD1 centre was assumed to be a
monovalent acceptor level (neutral if empty, negatively charged
if filled) and set at 2 eV above Ev with a concentration of the
same order as the vanadium. However, we shall see in the
following that the position of the Fermi level is probably more
dependent on the shallow levels (Al or N) concentrations than
on the deep level concentration. Hence, we might have chosen
a donor state for the UD1 level but it would not have had a
large influence on the final results.

These two centres, V and UD1, have been introduced in
the simulation with a concentration of 4 × 1015 cm−3 at the
energy positions given by experimental results. The hole and
electron capture coefficients for the V centre and the electron
capture cross section for the UD1 centre were also fixed
from the experimental data. Two different simulations were
performed: first, varying the capture coefficient for holes of the
UD1 centre, Cp (UD1), maintaining the same concentrations
for each centre and, second, varying the concentration of the
UD1 centre keeping Cp (UD1) constant.

We have found that the contribution of the emission of
electrons from the V3+ to the photocurrent was decreasing with
decreasing Cp (UD1). This behaviour can be explained by the
fact that a decrease of Cp (UD1) lowers the recombination
via this level because less holes are captured. Hence, the
capture of holes, to fulfil the recombination process, takes
place essentially via the V centre. The increased capture of
holes reduces the V3+ concentration and its contribution to
the photocurrent by the emission of electrons. According to
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Figure 3. Effect of density of states on the time evolution of the simulated photoconductivity relaxation in the PITS experiment at a
temperature of 500 K after switching off the UV pulse. (a) The maximum densities of states of the vanadium and UD1 centres were both
taken equal to 3 × 1017 cm−3 eV−1. (b) The maximum of the V density was increased up to 1018 cm−3 eV−1. In each figure the insert displays
the density of states (DOS) introduced in the simulation. The dark Fermi level position is indicated by a vertical line.

Table 2. Parameters coming from the experimental results shown in table 1 for six defect centres in 6H-SiC introduced in the simulation. The
cells for missing values to be found are marked with a ‘—’.

Defect V UD1 level Al N B O

E − Ev (eV) 1.32 2.0 0.2 2.86 0.30 2.75
Ecorr (eV) 0.91
Nmax (cm−3 eV−1) — — — — — —
Concent. (cm−3) — — — — — —
Cn (cm3 s−1) 4.0 × 10−8 4.0 × 10−9 — 2.0 × 10−13 — 5.0 × 10−8

Cp (cm3 s−1) 9.0 × 10−7 — 4.5 × 10−12 — 1.1 × 10−9 —

the simulation we have estimated that the V3+ influence on
the PITS transient could not be detected experimentally for Cp

(UD1) < 10−8 cm3 s−1.
Keeping Cp(UD1) = 10−8 cm3 s−1 it was found that

an increase of the UD1 centre concentration by a factor of
ten suppressed almost completely the V3+ influence, whereas
a decrease by the same factor enhanced it. The reason of
this result is not a modification of the recombination path as
in the previous case. In this case one would expect exactly
the reverse behaviour. The different V3+ influence is due to
the modification of electrical neutrality. When the UV pulse
is shone onto the sample, the filling of the UD1 centre by
electrons creates a negative charge (acceptor level). If the
UD1 level concentration is high this negative charge prevents
the filling of the V3+ level since it is enough to equilibrate
the positive charge created elsewhere, for instance by the V5+
states. Since the V3+ level is not filled it cannot contribute to
the transient photocurrent once the UV pulse is turned off.

We have also performed some tests on the influence
of the vanadium concentration on the PITS signal. Taking
into account the dynamic of the amplifier used in the PITS
measurements and the signal-to-noise ratio, we have estimated
that to be properly detected the ratio between the signal
before and the signal after the UV pulse is turned off
could not be higher than a factor of one thousand. We
present in figure 3(a) the simulated time evolution of the
photoconductivity relaxation in the PITS experiment when
the maximum densities of states for V and UD1 defects are

both taken equal to 3 × 1017 cm−3 eV−1. The first decrease
is due to recombination and trapping of free carriers. The
rate of decrease is slowed down when electrons are emitted
from the V3+ level (first plateau). When all the electrons
are emitted from the V3+ level recombination resumes and is
slowed down again when electrons are emitted from the UD1
centre (second plateau). Subsequently, recombination resumes
and the photoconductivity tends towards zero (conductivity
tends towards the dark conductivity value). The horizontal line
is set at a level a thousand times lower than the maximum
value of the transient photoconductivity. Clearly, taking
account of the experimental limitations, neither the V3+ nor
the UD1 centre could be detected since their contributions
are well below the line. In figure 3(b) we present the same
evolution but in the numerical simulation the maximum density
of the V centre was taken equal to 1018 cm−3 eV−1. The
contribution of the emission of electrons from the V3+ level to
the photoconductivity is well above the line and the V3+ level
should be detected at the temperature at which the simulation
was performed as was the case experimentally [12, 13].
Hence, the results of the numerical simulation suggest that the
vanadium concentration must be higher than 4 × 1015 cm−3 to
be detectable. A vanadium concentration of 1.3 × 1016 cm−3

as in figure 3(b) would agree with experimental results.
The ‘negative’ photoconductivity phenomenon has been

well known for a long time [24]. In our samples we observed
a fast decrease of the current after the UV pulse was turned
off followed by a rapid rise and then a slow decrease at very
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long times. This phenomenon could be taken as negative
photoconductivity depending on the mean baseline. Indeed,
if the UV pulse repetition rate is high, these down and up
variations can appear as a spike below the mean baseline of the
current transient. For this reason we will still continue to call
it negative photoconductivity (NPC) though the experimental
baseline may be higher than the steady-state dark current.

We can explain the NPC phenomenon considering the
case of the electrons as an example. After the UV pulse
is switched off, trapping and recombination of the excess of
free carriers gives rise to the observed fast decrease of the
photocurrent. If the defect levels configuration is such that the
electron lifetime increases, and at the same time a shallow level
releases electrons towards the conduction band, then a rise of
the measured current is observed due to the increase of the
free electron density. This increase is subsequently followed
by a decrease of the current as the recombination goes on.
An increase of the electron lifetime is due to a saturation of
the deep levels by the same type of carriers so the electron
capture rate tends towards zero. This saturation means that,
during a non-negligible time range, there are no holes left for
the electron to recombine with.

To reproduce this behaviour we have introduced two
shallow levels corresponding, respectively, to aluminium and
nitrogen at the energy positions and with capture coefficients,
for holes and electrons, respectively, determined from the
experimental results. The unknown parameters like Cn for
Al and Cp for N were at first taken to be very low and we
have studied the influence of Al and N concentrations on the
occurrence of the NPC. Besides, at this point of the paper we
have chosen rather high values for the N and Al concentrations
to underline their influence on the transient current. These
values will be adjusted later to match experimental data.

To reproduce the NPC we have found that the
concentrations of Al and N should be higher than the V
concentration. In that case the reader must note that from
neutrality considerations the Al and N concentrations should
be almost equal to maintain the dark Fermi level position close
to midgap. Taking account of the Al and N energy positions in
the bandgap and of their respective hole and electron capture
coefficients, nitrogen releases electrons toward the conduction
band before Al releases holes toward the valence band after
the UV pulse is switched off. These electrons are trapped
in the deep states, formed by V and UD1 centres, where
they recombine with the holes set in these levels by the
illumination. If the number of released electrons is low, there
are enough holes on the deep levels to fulfil recombination.
Besides, when holes are released slightly later from the Al
level, they will also be captured by the deep states and will
enhance the recombination process. It is therefore impossible
to observe the NPC because the electron concentration in the
conduction band is systematically decreasing. On the other
hand, the higher the N concentration the higher the number
of electrons emitted to the conduction band. With a nitrogen
concentration larger than the deep centre concentrations, the
emitted electrons eventually saturate the deep levels and the
electron lifetime increases. Such a behaviour linked to a
change in the recombination process related to the presence

of different types of defect states is somewhat similar to the
sensitization process where a thermal quenching of steady-
state photoconductivity can be observed [25]. However, in
our case, changes in the recombination process are observed
in the time domain rather than in the temperature dependence
of the steady-state response. If electrons are still emitted
from nitrogen atoms after the saturation of the deep states,
the free-electron concentration increases and the NPC is then
clearly visible. Subsequently, the release of holes from the Al
level will provide the opposite type of charge carriers for the
recombination to resume. In that case the thermal emission of
holes from the Al level is observed via the recombination of the
electrons of the conduction band. This also explains why the Al
level close to the valence band can be seen experimentally, even
though electrons are the majority carriers: the electron lifetime
and recombination are controlled by the thermal emission of
holes from the Al level.

This is illustrated in figure 4(a) where the simulated time
evolution of the free-electron (n) and hole (p) concentrations
are depicted after the UV pulse is turned off. The simulation
was performed with the parameters displayed in table 2, at a
temperature of 175 K with rather high values of the Al and
N concentrations: [Al] = [N] = 4 × 1018 cm−3. The NPC
is clearly visible from short times up to t ≈ 300 μs. The
concentration of free holes is also clearly negligible compared
to that of electrons such that it would be impossible to
detect experimentally their contribution even when the excess
electron concentration falls towards zero by recombination.
However, if one vertically shifts the free-hole concentration
curve to adjust it to that of free electrons for t > 300 μs
(see the full line in figures 4(a) and (b)), it clearly appears
that both evolutions are strictly the same from 300 μs up
to t = 0.03 s. This is due to the control of electron
recombination by the emission of holes from the Al level:
the free-electron concentration follows exactly the emission
of holes from the Al level. When the electron concentration
falls below 108 cm−3, for t > 0.1 s, a kink—indicated by the
vertical arrow in figure 4(a)—appears on the curve representing
the hole concentration evolution that corresponds to a sudden
increase of the free-hole lifetime, since there is only a small
concentration of free electrons left for the recombination of
holes.

The next point we have studied is the influence on the NPC
of the electron and hole capture coefficients, Cn (Al) and Cp

(N), for the aluminium and nitrogen centres, respectively. We
have found that these coefficients cannot be too high. Indeed,
just after the UV pulse is turned off, all the levels are filled
and act as recombination centres. If Cn (Al) is chosen too
high, the electrons released from the N level recombine also
via the Al level. The addition of this recombination path to the
path involving the deep states suppresses the NPC, because the
electrons emitted for the N level recombine too rapidly and no
increase of the free-electron concentration can be achieved. If
Cp (N) is chosen too high, the filling of N is limited during the
illumination because the high capture of holes by this centre
lowers the number of trapped electrons. So, the filling of the
N centre with electrons decreases with increasing Cp (N) and
the NPC disappears because there are not enough electrons
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Figure 4. (a) Time evolution of the free-electron (n) and hole (p) concentrations simulated at T = 175 K with the level parameters displayed
in table 2. (b) p(t) concentration adjusted to n(t) concentration showing that both concentrations follow the same time dependence over two
decades of time after the end of the NPC. (c) The density of states (DOS) introduced in the simulation. The dark Fermi level position EF is
indicated by a vertical line.

Figure 5. (a) Influence of the boron level on the time evolution of the free-electron (n) and hole (p) concentrations. The numerical simulations
were performed at 140 K. For t > 10−3 s the Al and B labels indicate which defect centre controls the recombination. (b) and (c) show the
density of states used for the calculations: (b) without boron and (c) with boron. A vertical line in (b) and (c) indicates the position of the dark
Fermi level.

emitted from the N level to saturate the deep states and to
increase the free-electron concentration after the UV pulse is
turned off. However, the ranges of values for Cn (Al) and Cp

(N) for which NPC can be reproduced are rather large, say
Cn(Al) < 10−9 cm3 s−1 and Cp(N) < 10−7 cm3 s−1. It
is worth emphasizing that precise values of these coefficients
cannot be determined by means of numerical calculations and
only these upper limits can be proposed.

Next, we have introduced the boron level. Following the
experimental results (see table 2), the energy position was
fixed at 0.3 eV above the valence band and the hole capture
coefficient taken equal to Cp(B) = 1.1 × 10−9 cm3 s−1. The
maximum density of states was taken equal to Nmax(B) =
1020 cm−3 eV−1. The choice of this rather high value of
Nmax(B) was determined by the experimental results showing
that at a high flux, of the order of 1018 cm−2 s−1, the
negative photoconductivity linked to the N level is visible
simultaneously with the thermal emission of holes from the
Al level. On the other hand, with a lower flux, for instance

1017 cm−2 s−1, only the boron level is visible. Intuitively, it
means that, at high flux, the Al and B levels are filled but it is
the Al level that is mainly observed by the emission of holes
controlling the recombination of electrons emitted from the
nitrogen level, whereas at lower flux, the B level is the main
level filled, because the quasi-Fermi level splitting is smaller,
and it is the boron level that controls the recombination of the
electrons emitted from the N level.

The influence of the boron level can be highlighted by the
study of the influence of its capture coefficient for electrons
Cn(B) and of the influence of the UV pulse width on the free-
carrier concentrations. The time evolutions of the free-electron
and hole concentrations showing the influence of the boron
level on the photocurrent relaxation waveform are displayed in
figure 5(a). To calculate these evolutions, the flux was fixed
at 1018 cm−2 s−1 and the pulse width at 10 ms. In a first
calculation, only the Al level was introduced in the simulation
(full squares). The NPC is clearly visible with a minimum
for the n concentration between t = 10−7 and 10−4 s. In
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this range of time, recombination is mainly controlled by the
deep states (V and UD1). When these levels are neutralized
by the electrons emitted from the N level, the free-electron
concentration increases. Then the recombination is controlled
by the emission of holes from the Al level: the time evolutions
of free-electron and hole concentrations (full and open squares,
respectively) are parallel over a few decades of time. In a
second calculation, the boron level was added with an electron
capture coefficient Cn(B) = 10−11 cm3 s−1 (full stars). The
time range of the NPC is the same since it is fixed by the
electron emission from the N level and saturation of the deep
states. However, it is hard to say which centre, Al or B, controls
the recombination process between t = 10−3 and 10−1 s, after
the end of the NPC phenomenon. Indeed, either B or Al centres
can play a role in this recombination process in this time range,
hence the question mark in figure 5(a). In a third calculation,
Cn(B) was increased up to 5 × 10−11 cm3 s−1. It can be seen
in figure 5(a) (full circles) that a second plateau appears for
10−3 s < t < 10−1 s, as if the NPC was observed up to
t ≈ 10−1 s and could result from two independent processes.
For t lower than 5 × 10−4 s the recombination is controlled by
the deep states and that is why the n concentration is the same
as in the case without boron. Between 10−4 and 10−3 s, the n
concentration increases because the deep states are saturated
and electrons are still emitted from the N level towards the
conduction band. Simultaneously, the Cn(B) value is such
that the boron level takes the control over the recombination
process for t between 10−3 and 10−1 s, until it is completely
saturated by the electrons emitted from the N level. Then, the
free-electron concentration increases again still by the electron
emission from the N level but the recombination resumes with
the holes emitted from the Al level. Since this ‘double’ NPC
was not observed, it fixes a limit to the Cn(B) maximum value
not exceeding 10−11 cm3 s−1.

With the presence of boron, we have also studied
the influence of the UV pulse width and photon flux on
the variations of the free-carrier concentrations. Indeed,
experimentally boron was detected at a short pulse width
(pw = 5 ms) and at a low photon flux (1017 cm−2 s−1),
whereas aluminium was detected with pw = 50 ms and a
high photon flux (1018 cm−2 s−1). To explain this point,
figure 6 displays the variations with time of the free-carrier
concentrations calculated in simulations assuming a photon
flux of 1018 cm−2 s−1 and a temperature of 140 K for two
different pulse widths (1 and 10 ms). The value of Cn(B) was
chosen equal to 5 × 10−11 cm3 s−1. For pw = 10 ms we
have obtained and plotted the same curves for n and p as in
figure 5(a) and the interpretation is the same. For pw = 1 ms
only the boron level, located deeper from the valence band than
the aluminium level, has the possibility to be filled by holes.
Indeed, as the UV illumination goes on, the quasi-Fermi levels
are splitting apart while equilibrium tends to be established in
the sample. If the time of illumination is too short for the
quasi-Fermi levels to be split enough, then only the deeper
levels are filled. The differences in the filling of the boron
and aluminium levels with holes for pw = 1 and 10 ms are
also reflected by the differences in the free-hole concentrations,
much lower for pw = 1 ms than for pw = 10 ms (see

Figure 6. Influence of the UV pulse width (pw) on the time
evolutions of the free-carrier concentrations (n and p). The photon
flux was chosen equal to 1018 cm−2 s−1. The numerical simulation
was performed at 140 K.

figure 6). For electrical neutrality reasons, if the aluminium
level is not filled with holes, the charge of the nitrogen level
will only compensate for the charge of the boron level and thus
will contain fewer electrons than in the case of a long pulse
width. Therefore, these electrons, when emitted, will not fully
neutralize the boron level as was the case with pw = 10 ms but
will recombine with the holes emitted from the boron level.
The second rise of the electron concentration around t = 0.1 s
when pw = 10 ms is not observed in the case when pw = 1
ms because the recombination of the electrons emitted from the
N level is completely controlled by the holes emitted from the
boron level. Consequently, when pw = 10 ms, the decrease
of the n concentration at very long time (t > 1 s) is controlled
by the Al level. On the other hand, when pw = 1 ms, it is
controlled by the boron level. Moreover, with a short pulse
width, this effect will be even amplified with a lower photon
flux because only the deepest boron states will be filled by the
pulse.

On the grounds of the mechanisms described above, a
simple model for the density of states in 6H-SiC:V can be
drawn from the results of the simulation taking into account
five defect centres, namely Al, B, V, UD1 and N. The
nitrogen and boron concentrations obtained in the crystals from
secondary ion mass spectroscopy (SIMS) measurements were
found to be of the order of 4 × 1016 cm−3. In the calculations,
the concentrations of Al, N and B introduced in the simulations
have been progressively reduced from the values exceeding
1018 cm−3 and adjusted by checking that the experimental
PITS features were still reproduced. However, to match the
MPC experimental results, we had to take into account a sixth
level that was attributed to oxygen [20]. The final results of
the simulation matching both the PITS and MPC experimental
features are shown in table 3.

Although the nitrogen and boron concentrations are
slightly higher than the SIMS data, the whole picture seems
to be realistic. As a matter of example, we present in
figure 7 the results of the numerical simulations of the PITS
experiment: with pw = 10 ms and a photon flux of
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Figure 7. Results of the simulation of the PITS experiment with pw = 10 ms and a flux of 1018 cm−2 s−1 (a), and with pw = 1 ms and a flux
of 1017 cm−2 s−1 (b). The PITS signal amplitude is indicated by different colours in arbitrary units as in figure 1.

Table 3. Summary of the parameters used in the simulations to reproduce both the PITS and MPC experimental results. Values in bold come
from experiments.

Defect V UD1 level Al N B O

E − Ev (eV) 1.32 2.0 0.20 2.86 0.30 2.75
Ecorr (eV) 0.91
Nmax (cm−3 eV−1) 1.0 × 1018 3.0 × 1017 5.0 × 1018 1.0 × 1019 1.0 × 1019 5.0 × 1018

Conc. (cm−3) 1.2 × 1016 3.8 × 1015 6.3 × 1016 1.2 × 1017 1.2 × 1017 6.3 × 1016

Cn (cm3 s−1) 4.0 × 10−8 4.0 × 10−9 1.0 × 10−12 2.0 × 10−13 1.0 × 10−12 5.0 × 10−8

Cp (cm3 s−1) 9.0 × 10−7 1.0 × 10−8 4.5 × 10−12 1.0 × 10−11 1.1 × 10−9 1.0 × 10−12

1018 cm−2 s−1 in figure 7(a), and with pw = 1 ms and a
photon flux of 1017 cm−2 s−1 in figure 7(b). The experimental
PITS fringes are presented in figure 1 and the similarity of
figure 7 with figure 1 is obvious. On the upper left corner
of figure 7(a) one can clearly see the fringe linked to the
‘negative’ photoconductivity due to the nitrogen level, the
PITS amplitude being plotted here with an absolute value. As
for the experimental data, the Al level gives rise to a long fringe
crossing the figure almost along a diagonal. In figure 7(b)
the boron contribution is seen as an ‘island’ in the middle of
the figure. After a close look at the figures, the reader could
think that the parameters used in the simulation should have
been refined to get a better match between experimental and
simulated images. However, as already mentioned, our aim
was to understand the main phenomena and not to reproduce
the experimental data in every respect.

The reader must note that at this point of the discussion we
have reproduced the main experimental features of the PITS
experiment. However, if one performs a numerical simulation
of the MPC technique with a simple DOS including only Al,
B, V, UD1 and N levels, the very high peak at low energy,
experimentally found about a thousand times higher than the
deep defect peaks (see figure 2(a)), cannot be reproduced.
This behaviour can be easily understood by estimating the
NC/μ maximum values that come out of the simulation. As
we have seen above, the electrons are the majority carriers
so we may just compare the NmaxCn/μn quantities for all
the levels releasing electrons. Following the data of table 3
one ends with NmaxCn/μn for vanadium NmaxCn(V )/μn =
1×108 V cm2 eV−1, NmaxCn(UD1)/μn = 3×106 V cm2 eV−1

and NmaxCn(N)/μn = 5 × 103 V cm2 eV−1. As in the case

of the HRPITS experiment, in MPC the shallower levels are
seen at the lower temperatures and therefore the N level should
result in a peak at low energy with a lower height than the
vanadium one. This is in contradiction with experimental data
and to reproduce the very high peak observed in MPC at low
energy we have introduced in the numerical simulation a level
at 0.25 eV below the conduction band with an electron capture
coefficient Cn = 5 × 10−8 cm3 s−1 (ν = 2.5 × 1011 s−1).
This level corresponds to the one displayed in table 1 that could
have been associated with the boron level detected by the PITS
experiment. However, this association is probably misleading
since it can be seen that neither the energy position nor the
attempt-to-escape frequencies are the same for both the levels
detected by PITS and MPC. This level was attributed to the
presence of oxygen according to other experimental data [20].

In figure 8 we present the r-DOS calculated using the
simulated MPC results. The simulation of the MPC experiment
was achieved including the oxygen level with the parameters
displayed in table 3. The calculations were made from 130
to 700 K with an increment of 10 K. The analogy with
the experimental data, and in particular the presence of a
very high peak at low energy, is obvious though we obtain
a ratio between the maximum r-DOS for shallow and deep
levels of only 100 instead of the 1000 that we were seeking.
Similarly in the simulation of the PITS experiment, refinement
of the simulation parameters could be sought to get a better
agreement with the experimental results but it would not bring
much more essential information. One can also see, comparing
the MPC experimental results (figure 2(b)) and the simulated
ones (figure 8), that there is a peak around 1.32 eV found
experimentally and not reproduced by the simulation. It means
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Figure 8. Results of a numerical simulation of the MPC experiment
with the parameters of the six defect centres given in table 3.

that we should introduce one more level to the six already taken
into account, but again it would not bring much more insight
into the processes we wanted to highlight.

We can now address some of the questions raised in
the comments of the respective MPC and PITS experimental
results. The simulation of the photocurrent relaxation in
the PITS technique has shown that the majority carriers
contributing to the PITS signal are very likely to be the
electrons. Nevertheless, their lifetime can be controlled by
the hole trapping levels and that is why some defect levels,
close to the valence band, can be detected with this technique
in the same temperature range in which electron traps are
detected. The MPC experiment being sensitive to the majority
carrier contribution, here the electrons, implies that the level
found experimentally at 0.23–0.25 eV, that we have tentatively
identified with boron in table 1, is more likely to be attributed
to oxygen. Though being an electron trap, nitrogen is not seen
with the MPC technique because its contribution to the NC/μ

value is rather low and masked by the oxygen contribution.
Finally, one can wonder why the oxygen level was not

detected by the PITS technique. Two reasons can be invoked.
First, in the same temperature range in which nitrogen was
detected the simulation has shown that the thermal emission
from the O level is likely to happen in a time range much
shorter than that of the nitrogen level, i.e. t < 10 μs, because of
its very high capture coefficient for electrons. Therefore, it was
not detected by the PITS technique in the explored temperature
range because of the limited bandwidth of the current amplifier.
Second, one could then think to lower the temperature to slow
down the thermal electron emission rate from the O level.
However, the rather low concentration of oxygen, combined
with a decrease of the electron lifetime, results in a signal
below the limited sensitivity of the current amplifier.

5. Conclusions

Electronic properties of defect centres in 6H-SiC crystals
have been investigated by means of two different techniques:
the photoinduced transient spectroscopy and the modulated
photocurrent technique. From the PITS technique, defect

levels related to the native UD1 centre, as well as to the
impurities such as nitrogen, aluminium, boron and vanadium
have been detected. By means of the MPC method, the
parameters of some defect levels have also been determined
and compared with the PITS results.

A numerical simulation of the time-dependent photocon-
ductivity involved in each experiment was developed to high-
light the mechanisms responsible for peculiar experimental
features occurring in both techniques such as: (i) ‘negative’
transient photoconductivity observed in the PITS experiment
at low temperature; (ii) contribution to the photocurrent relax-
ation of both electron and hole traps under the same experimen-
tal conditions; (iii) influence of the experimental conditions on
the possibility to reveal particular defect levels; (iv) detection
with the MPC technique of a defect level that was not put into
evidence by the PITS technique.

Numerical simulations of the time dependence of the
photocurrent relaxation after the end of the UV pulse have
shown that issues (i), (ii) and (iii) are essentially linked to how
the occupancy of the levels is achieved during the illumination
of the material, as well as on the kinetics of charge carrier
emission from various defect levels. Point (iv) was also
analysed and explained by means of numerical simulations of
the MPC spectra and illustrates the complementarity of both
techniques.

As a result of the experimental investigations coupled with
numerical simulations, a set of parameters characterizing six
different defect centres in 6H-SiC:V has been proposed.
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